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esearch scientists are strongly urged to read all of the

papers in this issue if they want to improve the quality

and quantity of their research and ensure that their
papers are accepted in high-quality journals. There is always
room for improvement; some experiments are performed
quite badly (Festing 1994, 2000; Festing et al. 2002; Rob-
erts et al. 2002). The main problem seems to be poor train-
ing in statistics and a general horror among some biologists
of anything to do with mathematics. However, experience
shows that most scientists have a keen interest in experi-
mental design and are not nearly as frightened of statistical
methods that are planned at the same time as their experi-
ments. For this reason, I believe that courses for research
workers should emphasize design aspects. After all, if an
experiment is well designed, it is relatively easy to get help
with the statistical analysis; but if it is incorrectly designed,
it may be impossible to extract any useful information
from it.

Animal experiments are usually done to discover some-
thing about the biology of, for example, the species, strain,
or sex being studied and indirectly to infer something about
humans or other target species. Thus, laboratory animals are
usually used as “models” of some other species. The use of
models involves the following three distinct steps: (1)
choice of a suitable model, based on our current knowledge
about disease processes in the target species and in potential
model organisms; (2) one or more experiments to indicate
how the model responds to any applied treatments; and (3)
consideration of the relevance of the results for the target
species. This issue of ILAR Journal is concerned with the
second step, the design and analysis of experiments using
animals that have already been chosen as likely to be infor-
mative indirectly about the target species.

Anyone planning an animal experiment should first con-
sider the important ethical issues involved. A good frame-
work for this consideration is to use Russell and Burch’s
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“3Rs” (Russell and Burch 1959), namely, whether the ani-
mal model can be replaced by a less or nonsentient alter-
native such as an insect, nematode, cell culture, or computer
simulation. If not, the possibility of refining the experiment
in an effort to minimize pain and distress for each individual
should be considered. Animals should be housed in good
conditions, free of pathogens. Surgical techniques should
use appropriate anesthesia and analgesia, and humane end-
points should be used. Finally, the number of animals
should be reduced to the minimum required to achieve the
scientific objectives of the experiment. Reduction can be
achieved by choosing the most appropriate animal model
(Herman 2002), allowing for the fact that it is not always
necessary for the models to mimic the human condition
exactly (Elsea and Lucas 2002), and by good experimental
design and statistical methods, as outlined in this issue.

All animal models are subject to biological variation as
a result of genetic and nongenetic variation and the inter-
action between them. Even genetically identical littermates
will vary to some extent as a result of chance developmental
effects, social hierarchy, and unequal exposure to environ-
mental influences. Good experimental design aims to con-
trol this variation so that it does not obscure any treatment
effect, with the statistical analysis being designed to extract
all useful information and take into account any remaining
variation.

A first step is to review likely sources of variation
(Howard 2002). Species, strains, sexes, and individuals dif-
fer as a result of genetics; however, there are also many
environmental influences that can either bias the results in
some way or can contribute so much “noise” that it is im-
possible to identify the effects of any experimental treat-
ments. Some of this variation is even introduced by the
experimenter in the form of measurement error. One of the
most serious causes of interindividual variation is clinical or
subclinical disease, but fortunately (at least in the case of
rats and mice), so-called “specific pathogen-free” animals
have been available for many years. This availability does
not mean that the problem has disappeared. Barriers break
down due to new and existing pathogens somehow gaining
entry, particularly when investigators exchange strains of
animals; however, at least this source of variation is well
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known and is under control to the extent possible. Less well
known are some of the effects of source of animals, hus-
bandry, housing (including the effects of environmental en-
richment), diet, and social interaction among grouped
animals. Failure to account for some of these variables at the
design stage will certainly reduce the efficiency of any ani-
mal experiment.

Practical considerations also must be taken into account.
It is important to survey the literature, clarify research ques-
tions, select model systems and available skills, and review
equipment and staffing. When these practical aspects fall
short, it is advisable to identify collaborators and add a
statistician to the research team if necessary. This is also the
time to choose treatments and outcomes and to formulate a
tentative design (Johnson and Besselsen 2002). Choosing
the right number of animals (or other “experimental units”)
is particularly important. Choosing too few may result in
missing biologically important effects, whereas choosing
too many will waste animals. Statistical power and sample
size calculations provide some guidance. Although the for-
mulae are complex, particularly for more advanced designs,
it is usually possible to simplify the questions so that a good
approximation of the optimum sample size can be obtained
using one of the available statistical packages or an inter-
active web site (Dell et al. 2002).

In any experiment, there are numerous variables, which
include the following: (1) “ancillary” variables such as spe-
cies, strain, sex, husbandry model preparation, and some
aspects of the environment, which can be fixed by the ex-
perimenter; (2) variables such as diurnal variation, some of
the measurement error, and observer differences, which can
be taken into account if they are known; and (3) additional
variables such as differences between animals, which are
difficult or impossible to control. All of these variables form
part of the record of the experiment, but all too often, such
information is simply discarded. A range of methods are
available for dealing with these variables, such as including
them in the design by using randomized block or Latin
square designs, using them in the statistical analysis in
screening for outliers or using techniques such as covari-
ance analysis to increase statistical power, or simply record-
ing them so that other people know exactly what has been
done (Gaines Das 2002).

Most experiments are performed using relatively simple
designs such as completely randomized, randomized block,
and simple factorial designs. However, there are many spe-
cialized designs and techniques that can be used effectively
in some circumstances. Some experiments are performed
repeatedly with only minor changes in the applied treat-
ments. Drug development often involves screening many
related compounds using the same animal model and de-
sign, and safety and potency testing of vaccines involves
testing different batches of product also using the same
design. As noted above, large numbers of variables can
influence the outcome. If such experiments are optimized by
standardizing on the variables that result in the most clear-
cut differences, sample size can be reduced or the experi-
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ments can be more powerful and able to detect more subtle
differences. Advanced factorial design offers one method of
assessing which, among a large number of controllable vari-
ables, are most important in determining the response and
which can safely be ignored. Many combinations of factors
such as strain, sex, age, weight, prior treatment, and mea-
surement methods can be tried without using excessive
numbers of animals (Shaw et al. 2002). When the optimum
set has been identified, simpler designs using this combina-
tion of variables can be used.

The use of animals in acute toxicity tests to determine a
median lethal dose (LDs,') has always been a controversial
procedure because it may involve excessive suffering. Sev-
eral improved methods have now been developed that use
fewer animals by relying on a sequential procedure. Such
designs are used when the result of a treatment on an indi-
vidual (or small group) of animals can be obtained quickly
so that a decision on how to treat the next individual can be
pursued. Typically, the first animal is given a dose thought
to approximate the presumed LDs, level. If it dies, the next
animal is given a lower dose; however, if it survives, the
next animal is given a higher dose, and so on until the
experiment has homed in on a sufficiently precise estimate
of the LDs,, at which point the experiment is terminated.
The so-called “up-and-down” method described herein uses
fewer animals than the conventional test and has been op-
timized using computer simulations—a statistically and
ethically better method than testing dose levels using real
animals (Rispin et al. 2002). The “fixed dose procedure”
(Whitehead and Curnow 1992) and the “acute toxic class”
methods (Schlede et al. 1992) have somewhat similar ob-
jectives of classifying the toxicity of chemicals, although
they do not result in estimates of the LDs,.

The articles in this issue cover so many aspects of what
a scientist should and should not do to design a good animal
experiment that some scientists may end up in total confu-
sion. The final article titled Guidelines for the Design and
Statistical Analysis of Experiments Using Laboratory Ani-
mals (Festing and Altman 2002) aims to clarify the issues
by systematically going through the general principles in-
volved in designing, analyzing, and presenting the results of
an experiment. Starting with a clear specification of the
objective of the experiment, the scientist should consider
the ethical implication of the study, the validity of the
model, sources of variation, and how some of these vari-
ables can be controlled using formal, appropriately random-
ized, experimental designs. It is important to choose
carefully the independent variable(s) or treatments, the de-
pendent variables (characters or outcomes), and the appro-
priate numbers of animals. The proposed method of
statistical analysis should be determined at the design stage.
However, the data should be studied for possible anomalies
and may require transformation to a different scale before
statistical analysis using parametric or nonparametric meth-
ods. Finally, the results should be presented to clarify
exactly what was done and what was the outcome, “warts”
and all.
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The design, analysis, and interpretation of biomedical
experiments are best performed with the aid of a good sta-
tistical textbook, dedicated statistical software, and advice
from a statistician. Anyone reading and understanding the
papers presented here cannot fail to do better, more humane
animal experiments in the future.
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