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PROBLEM
Multi-robot systems have numerous applications in the modern world but often suffer 

problems in control and coordination.  This project seeks to solve the problems that plague 

the traditional control methods of full autonomy and teleoperation by combining them into 

a new control method known as sliding autonomy.  When paired with a task allocation 

algorithm to improve coordination, we should see a drastic improvement in the team’s 

performance.

EXPERIMENTS
THE MISSION
Site-Clearing - A team of robots must work together to push scattered boxes up against the 

room’s walls.  Each box is considered a task and has a weight, meaning only robots with a 

certain strength can push it.

THE ENVIRONMENT
USARSim (Unified System for Automation and Robot Simulation) [1] – This project uses a 

simulator to create the environment and the robots.

THE TEAM
The mission team for this project consists of 3 robots and 1 human operator.  The three 

robots are identical, consisting of 2 sensors.  The first sensor is the INS sensor, used to help 

the robot determine its position and direction using wheel encoders, but is often subject to 

drifting, causing accumulated errors over time.  The other sensor is a range scanner, used to 

help a robot determine what’s in front of it, whether it be an obstacle to avoid, or a box to 

push.  The human operator is meant to act as an observer and controller.

RESULTS & ANALYSIS

CONCLUSIONS & FUTURE WORK

Results were very consistent with what was expected, showing sliding autonomy as a viable 

and effective method to controlling multi-robot teams.  While artificial intelligence may 

someday grow to a point that no longer needs a human supervisor, that day is far off.  Today, 

sliding autonomy can be used in a wide variety of situations that ordinary AI can’t solve on its 

own.  Of course this system could use several improvements, namely improvements to the 

task allocation algorithm as well as the addition of more partially autonomous control options 

for the user.  These issues as well as others are open for exploration in the near future.

APPROACH
SLIDING AUTONOMY
Sliding autonomy is a control method that allows a robot to switch between autonomy, 

teleoperation and various mixtures of the two [3].  To initiate a switch in control, a robot can 

either request teleoperation or an operator can manually switch the robot to teleoperation.  

In this project, we test two different switch methods: 

System Initiative - Only the robot can initiate a switch when it detects that is in an 

erroneous state.

Mixed Initiative - Either the robot (error detection) or the human can initiate a switch 

(judgment).

TASK ALLOCATION
This project uses a special algorithm to help coordinate robots in order to help them accomplish the overall 

mission goal optimally.  The task allocation algorithm uses an auction-based approach [2], in which the task 

allocator broadcasts tasks that robots “bid” on using their location to the task and strength.  The task 

allocator then picks which robot can best perform the task and assigns it to that robot.  Task allocation is a 

secondary aspect to this project that does not act as a variable.  It does, however, provide a more effective 

means to autonomously coordinate the team.

ENVIRONMENT:
The test environment consists 

of 3 robots and 5 boxes

FIGURE 2.1: 
Simulation Diagram (birdseye).  

Dashed zones indicate area 

boxes should be in after the 

mission.

FIGURE 2.2: 
Simulation Screenshot

FIGURE 1.1:

Architecture diagram 

showing software 

hierarchy

FIGURE 1.2:

The “HUB”, or central 

program developed as 

the core interface
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SOFTWARE USED
[1] USARSim (Unified System for Automation and Robot Simulation) –

SourceForge.net

[2] UDK (Unreal Development Kit) – Unreal Engine

[3] Qt – Qt Project

TABLE 1 – EXPECTED RESULTS

TABLE  2 – USER 1 RESULTS            Experienced User

TABLE  3 – USER 2 RESULTS Inexperienced User

CHART 2

MEASURING 

PERFORMANCE

COMPLETION TIME 
How quickly can the team complete 

all objectives?  Time is measured in 

seconds from the point when the 

mission is begun until either the user 

or the system determines all 

objectives are complete.

SOLUTION QUALITY 
How well is the job done?  1 point is 

awarded for a box being pushed close 

enough to the wall (at least one box 

length), .5 points awarded for 

incomplete pushes, and 2 points for 

completion time of under 5 minutes, 

leaving a total of 7 points.

WORKLOAD
How much work is required from the 

human operator?  Workload 

determined by having the user fill out 

the NASA TLX (Task Load Index) 

Survey, with scores ranging between 1 

and 100.  The data in this area is very 

subjective, but still shows expected 

trends.

0

50

100

150

200

250

300

SISA MISA TELEOP

T
im

e
 (

se
co

n
d

s)

Completion Time

Autonomous

User 1

User 2

0

10

20

30

40

50

60

70

80

90

100

SISA MISA TELEOP

P
e

rc
e

n
t 

C
o

m
p

le
te

d

Solution Quality

Autonomous

User 1

User 2

0

10

20

30

40

50

60

70

80

90

100

SISA MISA TELEOP

W
o

rk
lo

a
d

 S
co

re

TLX Workload

User 1
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Test Type Average Completion Time Average Solution Quality Average Workload

Teleoperation worst best worst

Autonomous best worst best

System Initiative good good better

Mixed Initiative better better good

Test Type Average Completion Time Average Solution Quality Average Workload

Teleoperation 253 seconds 100% 62

Autonomous 176 seconds 72% 0

System Initiative 189 seconds 96% 34

Mixed Initiative 180 seconds 100% 52

Test Type Average Completion Time Average Solution Quality Average Workload

Teleoperation 241 seconds 100% 43

Autonomous 176 seconds 72% 0

System Initiative 176 seconds 95% 31

Mixed Initiative 186 seconds 98% 34


