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COURSE DESCRIPTION

I. Catalog Description

CS 4210   Machine Learning and Its Applications (3)

Supervised learning techniques, including linear models for regression, linear models for classification, decision trees, support vector machines, neural networks. Unsupervised learning techniques, including clustering and dimensionality reduction. Related advanced topics. Case studies and applications.

Pre-requisite(s): CS3010 or CS 2410 with grades of C or better, or consent of instructor. 


II. Expected Outcomes

On successful completion of this course, students will be able to:
· Describe the fundamentals of machine learning
· Explain the principles of machine learning process to derive insights from data
· Use most popular machine learning libraries
· Apply machine learning to solve practical problems
· Write technical report for the project work in machine learning


III. Instructional Materials

Required text: 
No required text. Instructor will provide readings and handouts from various texts and online resources that are free.

References: 
Christopher M. Bishop, Pattern Recognition and Machine Learning, Springer. ISBN: 0387310738

Trevor Hastie, Robert Tibshirani, and Jerome Friedman, The Elements of Statistical Learning: Data Mining, Inference, and Prediction, 2nd Edition, Springer. ISBN: 0387848576


IV. Minimum Student Material

Class handouts, Online Textbook chapters, selected technical papers and tutorials.


V. Minimum College Facilities

A classroom with a projection system. Computer laboratory with network connection and computing facility. 


VI. Course Outline

· [bookmark: _GoBack]Introduction to machine learning
· Basics of linear algebra and probability
· Supervised learning
· Linear models for regression
· Linear models for classification
· Decision trees 
· Support vector machines 
· Neural networks 
· Unsupervised learning
· Clustering
· Dimensionality reduction
· Related advanced topics
· Case studies and applications
· Lab time

	
VII. Instructional Methods

· Lecture
· Problem-solving/Discussion
· Case study analyses 
· Project-based learning


VIII. Evaluation of Outcomes

A. Student Assessment 
     Homework assignments, quizzes/exam, and research project. 

B. Meaningful Writing Assignment
     Students are required to write a technical report for their research project and/or 
     homework assignments.

C. A Matrix of Course Student Learning Outcomes vs Methods of Assessment

	Course Learning Outcomes
	Methods of Assessment

	
	Homework assignments
	Quizzes/Exam
	Research project

	Describe the fundamentals of machine learning
	x
	x
	x


	Explain the principles of machine learning process to derive insights from data
	x
	x
	x


	Use most popular machine learning libraries
	x
	x
	x


	Apply machine learning to solve practical problems
	x
	x
	x


	Write technical report for the project work in machine learning
	x
	
	x




