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ABSTRACT. We prove the so-called second case of the fractional Korn inequality for uniform
domains. We obtain this result as an application of a novel fractional Korn-type inequality
formulated in terms of truncated seminorms, which turns out to be valid for the broader class
of John domains. We also obtain weighted estimates in which the weights are certain powers
of the distance to the boundary that depend on the fractional exponent and the Assouad
codimension of the boundary of the domain.

1. INTRODUCTION

Let @ C R” be a bounded domain and u : 2 — R" a vector field belonging to the
Sobolev space W'P(Q)" with 1 < p < co. We denote with Vu the differential matrix of u.
The domain (2 is said to support the unconstrained Korn inequality if

HVUHLP(Q)an < C (HuHLP(Q)’" + Hg(U.)HL;D(Q)an) Yu € Wl’p(Q)n, (11)

where £(u) denotes the symmetric part of the gradient £(u) = 3(Vu+ (Vu)”) and C'is a
constant depending only on 2 and p. Inequality (I.T]) plays a central role in the mathematical
theory of linear elasticity [3,|17]], in which €2 represents the volume occupied by an elastic
body, u the displacement field and e(u) the linearized strain tensor. It is well known that
John domains support the unconstrained Korn inequality [/1].

The Korn inequality is also known in the form

||vu||Lp(Q)n><n S OHg(u)”Lp(Q)nxn, (1.2)

which is pivotal in proving the existence and uniqueness of solutions of the linearized equa-
tions of elasticity under different boundary conditions.

Equation (1.2) establishes the remarkable fact that the full gradient matrix of u can be
bounded solely in terms of its symmetric part. However, that inequality cannot hold for
arbitrary vector fields in WP (Q)" due to the existence of functions in the kernel of the
linearized strain tensor £ with a non-vanishing gradient. This kernel, often called the space
of infinitesimal rigid movements, can be easily characterized as follows [/1,3}/17]

RM ={u(z) = Az +b: Ac R" beR"}, (1.3)

skew?

where R" is the set of skew-symmetric matrices in R"*".

There are two classic cases, corresponding to homogeneous displacement and traction
boundary conditions, in which (1.2)) provides the coercivity of the linearized elasticity equa-
tions. These cases are known respectively as the first and second Korn inequalities. The

first case states that (1.2)) holds for vector fields with vanishing trace, that is, belonging to

2010 Mathematics Subject Classification. 26D10, 46E35, 46E40, 74B99.
Supported in part by PIP-2023, grant 11220220100246CO (G. Acosta, I. Drelichman, R. Duran, 1. Ojea)
and by grant UBACyT 20020160100144BA (I. Drelichman, R. Durén, I. Ojea).
1



2 G. ACOSTA, I. DRELICHMAN, R. DURAN, F. LOPEZ-GARCIA, AND 1. OJEA

WyP(Q)". The second case establishes that (T.2) holds if the skew-symmetric part of Vu
vanishes on average, i.e. for functions in W'?(Q)" for which

1
/ = (Vu—(Vu)") =0. (1.4)
Q2
The Korn inequality can also be found in the form [1],
1 - P nxn < D nxn .
it V(= 0)l|zseyeer < Clleu)[zrayen, (15)

that is by withdrawing RM from W1P(Q)", and sometimes, also referred to as the second
case of the Korn inequality by some authors.

Standard compactness arguments show that both cases can be obtained from (I.1). How-
ever, it is not difficult to prove that the first case actually holds for any bounded domain €2, as
can be seen by extending the fields in Wol’p (Q2)" by zero and using the continuity properties
of the Riesz transform [|12]] or even, in the case p = 2, by means of elementary arguments [/1]].
In strong contrast to the first case, and are much more difficult to prove. More-
over, it is well know that they hold on John domains, being this class, in some cases, the
most general class of domains for which these inequalities hold [1].

The classical theory of elasticity, built upon differential operators, has failed to describe,
at least without the introduction of appropriate ad-hoc assumptions, phenomena involving
singularities and discontinuities. This limitation has fostered the development of nonlocal
elasticity models, such as peridynamics [21},22]], which reformulates the laws of mechanics
using integral, instead of differential, equations. In this context, fractional Korn inequalities
have gained interest within the mathematical community. In particular, in [8] the following

substitutes of (1.1]) and (1.5)) are studied

ulwsp@n < C (Julxsr@n + [[ufl o)) (1.6)
and
rér}lzg\/[ lu — r|Ws,P(Q)n < Clu X2 (Q)ns (L.7)
where U
[uwsryn = (/Q i ]u|(;)_;|1:£2]” dx dy) (1.8)
and

lu

— Ay — )P 1/p
Xen(ayn = < /Q /Q |<u(y)|y f(;iilp(fp al dxdy) . (1.9)

While (1.8) is the Gagliardo-Slobodekiij seminorm |u|ys»(q)», the less familiar expression
(1.9) involves a nonlocal replacement for £(u), as it is easy to see by a Taylor expansion of
the vector field u around z

(u(y) —u(@)) - (y —2) = (y — 2)"e(u)(2)(y — ).
Moreover, it is not difficult to prove [24] that vector fields with vanishing |ul Xsp(Q)n are
those belonging to the set RM given by (1.3).

Let us briefly recall known results. The fractional Korn inequality (1.6]) has been studied
for smooth domains and vector fields in the space W;"(Q2)" [18,20]. In particular, the
fractional first case is studied in [9], that is for vector fields in W’ ()", where it is shown
to hold for ps > 1 and bounded C' domains. The proof of this result relies on compactness
arguments and a fractional Hardy-type inequality that does not hold for ps < 1. Moreover, in
[9]], it is shown by means of a counterexample that the fractional first case of Korn inequality
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does not hold if ps < 1 no matter how regular €2 is. In [8] it is proved that C* domains, or
even Lipschitz domains with a small enough Lipschitz constant, support the fractional Korn
inequalities and (1.7).

In this work we show that uniform domains support and (L.7)), generalizing the above
results, since the class of uniform domains strictly contains that of Lipschitz domains and
also some domains with fractal boundaries such as the Koch snowflake. Moreover, they are,
as proved in [11]], extension domains for classical Sobolev spaces. We remark that, since the
fractional Korn inequality proved in [[8] is based on an extension argument, one could try to
extend that result to uniform domains using an extension technique similar to that developed
in [[11]].

However, this is not the approach we use, mainly because classical Korn inequalities are
known to hold on a much larger class of domains, namely, John domains, of which uniform
domains are a proper subclass. But not all John domains are extension domains. Indeed, it
is immediate to check that the unitary ball in R? without the segment {(z,0) : = € (0,1)}is
a John domain but does not admit an extension theorem for classical Sobolev spaces.

Therefore, we obtain the inequalities for uniform domains as a special case of an alterna-
tive form of the fractional Korn inequality given in terms of what we call truncated semi-
norms, which is valid for John domains. We also obtain weighted estimates in which the
weights are certain powers of the distance to the boundary. Specifically, any positive ex-
ponent is allowed, while negative exponents must be larger than an explicit parameter that
depends on s and the Assouad codimension of the boundary of the domain.

2. A DISCRETE POINCARE INEQUALITY ON TREES

The proofs of the main results in this manuscript are based on a local-to-global argument,
in which the validity of the inequalities on cubes or other regular domains is extended to
more complex domains, such as uniform or John domains. This argument requires the use
of certain Poincaré-type inequalities on graphs, which we study in this section.

Let G = (V, E) be a graph with a set of vertices V' and a set of edges £. We say that G
is a tree if it is connected and has no cycles. A rooted tree is a tree where some node t, € V
is set as the root. On a rooted tree we can define a partial order < by saying that r» < ¢ if r
belongs to the unique path connecting ¢ with the root t,. We also denote by ¢, the parent of
t as the first node in the path from ¢ to ;.

Given a tree, we can consider sequences b = {0, };cy indexed over the set of vertices, with
the partial order induced by E. A weight is just a positive sequence over V. For 1 < p < oo
and a weight v, we define ¢?(V, v) the space of sequences indexed over V' such that

P

Hpr,v = Z b |P 1y < 0.
teV

We denote by ¢?(V') the space of sequences with weight v = 1.

In the following lemma, we establish a weighted Poincaré-type inequality on trees, whose
proof is based on ideas developed in [2]] for chains. In that work, the authors use an anal-
ogous discrete Poincaré inequality together with a local-to-global argument to obtain Korn
inequalities on domains with a singularity.

Lemma 2.1. Let G = (V, E) be a rooted tree with root ty and v, p € (*(V) two weights
over V such that the following Hardy-type inequality holds for every sequence b = {b; }1cy
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overV:
P\ >
) SC(Zutlbtlp) : 2.1)

teVv

>

to<u~<t

(Z "

teV

Then, the following weighted Poincaré-type inequality holds

1
16— b0 < Cp <Z b — btp‘p/it> : (2.2)

t>to

or all b indexed over V, where b = —<+— bivs. The constant Cp in depends
E v 143 tGV
te
only on the constant C'in (2.1)

Proof. Let us first observe that
16— Bllp., < 2[[b—ally.,
for every constant a. Indeed by the triangular inequality
16— bllp < (16— allp. + 16— allp,

and we only need to estimate the second term. Let v(V) = >, |, 1. Then applying the
Holder inequality
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Hence

1 — allp., = 16— aly(V)r < [Ib—ally..

Now, we can obtain the Poincaré-type inequality by taking a = 0, and applying the
Hardy-type inequality. Indeed,

b= Bl < 21— by |5, =2 [b — by, s
teV

p
> by — by,

to<u=t

ZQPZ Vi,

teV

where in the inner summation we sum over all the vertices in the path from ¢, to £. Now by

(2.1)

b —b|2, < CZ |be — by, [P gt

teVv

OJ

In the theorem below, we exhibit a sufficient condition on a weighted rooted tree that
implies the validy of condition (2.1)). This result was proved in [14].
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Theorem 2.2. Let G = (V, E) be a rooted tree with root ty and { . }1ey and {v;}iey two
weights over V. We consider 1 < p < oo and p' its Holder conjugate, % + 1% = 1. Suppose
that there is some 6 > 1 such that:

a1 (1-1)\ 7
AN AV A
Ciree = SUp ( Z L, ”) ZV“ ( Z Ly p) < 0. (2.3)

LV \ 4o <u<t -t to<v<u

Then, inequality (2.1)) holds for every sequence b € (?(V, u). Moreover the constant in (2.1)
1
satisfies C' < (%) P Clree

Remark 2.3. In the manuscript [16|], the authors introduce a condition on weighted graphs
with v = p, similar to the one appearing in the upcoming chapter in Lemma which
implies the validity of a discrete Poincaré-type inequality analogous to (2.2)).

3. DOMAINS AND TREES

Now we turn our attention to the classes of domains we will be working with. We begin
by recalling some definitions.

Definition 3.1 (Uniform Domain (see for example [11]). A domain D C R" is said to be
uniform if there exists a constant ¢ > 1 such that for any two points x1, x5 € D, there is a
rectifiable arc v C D joining them such that:

(1) 4() < c|lzy — 22|, and

(2) min{l(vy(z1,x)),l(y(x,22))} < cd(x,0D) forall x € 7,
where ((7y) is the arc length, y(z;, x) is the sub-arc of v between x; and x, and d(x,0D) is
the distance from x to the boundary of D.

Definition 3.2 (John Domain (see for example [1]). A bounded domain D C R" is called a
John domain if there exists a constant C' > 1 and a distinguished point v € D such that
every point x € D can be joined to xq by a rectifiable curve vy : [0,(] — D, parameterized
by its arc length, such that v(0) = x, y({) = xo, and

d3(0),0D) > 4t G.1)

forallt € [0, (], where d(-,0D) denotes the distance to the boundary of D.

There are several equivalent definitions of John domains. For our local-to-global argument
we will use a definition based on trees of Whitney cubes.

Let us recall that a Whitney decomposition of a bounded domain 2 C R" is a collection
{Q: }ier of closed dyadic cubes whose interiors are pairwise disjoint, such that the edge-
length of ), is proportional to its distance to 02 and two neighboring cubes are proportional
in size. For example, we can take

(1) Q= Uyer Qi

(2) 3diam(Q;) < d(Qy,09Q) < 8diam(Q)),

(3) idiam(Q,) < diam(Q,) < 2diam(Q.,), if Q, N Q; # 0,
where diam((Q);) stands for the diameter of the cube );. Two distinct cubes @), and (); with
Q. N Q; # 0 are called neighbors. Notice that two neighbors may have an intersection with
dimension less than n — 1. For instance, they may intersect at a single point. We say that ).,
and @, are (n — 1)-neighbors if @, N @, is an — 1 dimensional face. This kind of covering
exists for any proper open subset of R" (see [23] for details).
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The set of indices I' is numerable. It can be endowed with a tree structure, where the
vertices of the tree are identified with the cubes and each edge connects two (n — 1)-
neighbouring cubes. However, only some (n — 1)-neighbours induce an edge in the tree.
Edges are added in a way such that all cubes are connected, but no cycles are formed. An-
other way of thinking about this tree construction is to consider the complete graph where all
vertices (cubes) and all edges are present and then extracting a spanning tree from this graph.
A tree thus constructed, with a distinguished node as root, can be identified with a partial or-
der along the set I, as we did in Section 2] Figure [I] shows a Whitney decomposition of a
domain, and indicates a possible tree structure built upon it.

For every vertex t € I', we define the shadow of the cube (), as the set:

Wi i= Uyt Qu. (3.2)

In Figure [I] the shadow of the node ¢, corresponding to the cube (), is marked along the
tree.

FIGURE 1. A Whitney decomposition, with a possible underlying tree-
structure. The shadow of the cube (); is sketched.

Naturally, there are infinitely many tree structures satisfying the description above for the
same Whitney decomposition. The idea is to build a tree that contains relevant information
about the domain geometry. The following result provides such a tree for John domains. It
was proven in [[13, Lemma 5.2].

Lemma 3.3. A bounded domain <) in R" is a John domain if and only if given a Whitney
decomposition {Q; }er of Q, there exist a tree structure for the set of indices I and a constant
K > 1 that satisfy

Qu € KQ, (3.3)

for any u,t € T with u > t. In other words, the shadow of () is contained in the expanded
set K(Q;. Moreover, the intersection of the cubes associated to adjacent indices, (); and Qtp,
is an n — 1 dimensional face of one of these cubes.

In Section [5|we prove the validity of the discrete Poincaré inequality (2.2) on the tree given
by Lemma [3.3] This allows us to extend the Korn inequality from cubes to a variation of the
same inequality on John domains.

However, the Korn inequality obtained in [8, Theorem 1.3] is not proved in cubes, but
rather in C! domains (or Lipschitz domains with a sufficiently small constant). While prov-
ing the same result for cubes is possible using arguments analogous to the ones in that paper,
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doing so would require extensive rewriting of most of the proofs. To circumvent this limita-
tion we introduce smoothened cubes as a technical device.
Let us define A
Q:={zeR": |z]. <1}, (3.4)
the cube with edge-length 2 centered at the origin. Observe that a cube () with edges parallels
to the coordinate axes, edge-length / and center ¢ can be written as:

Q="2Q+q
In a similar way, we define the smoothened cube
U:={zeR": |z|y <1}, (3.5)

for some N < oo to be defined later.
We will work with smoothened cubes of the form:

U=%2U+q. (3.6)

By an abuse of notation, we say that /;; is the edge-length of U.
In the next section, we prove some results regarding skew-symmetric matrices on smoothened
cubes.

4. SOME PRELIMINARY RESULTS ON SKEW-SYMMETRIC MATRICES

Let  C R" a bounded domain and 0 < s < 1. For u € W*?(Q)", v € W*P'(Q)", and
E C Q) we define the bilinear form

(0, V) g = // W) - V(@) =vW) 4. 40

|.Z' _ |n+23

Note that n+2s = 245+ +s, so the Holder inequality yields (u, v) < [ufwsr(@)n|[V]yew gns
which gives the continuity of (,) : W*P(E)" x W (E)" — R.
When the domains of integration are both the whole domain €2 we simplify the notation
by writing (u, v) instead of (u, v)qxq. We also define /;; € R™*" the matrix such that:
1 ifk=im=j
0  elsewhere.

Note that {Iij}lgl‘<j§n forms a basis of the skew-symmetric matrices of n x n. We denote
I, the linear transform I,;(x) = I;;z.

Lemma 4.1. If we denote by d;, a Kronecker delta we have that
(Lij, L) = |Iij|[2/v2,5(ﬂ)n5ik:5km-
Proof. Let e; be the canonical vector that has 1 in the i-th coordinate and 0 elsewhere. Then,
Ijx = xje; —x;e;. Hence, if i # k and j # m, [;;(x —y) - Im(x —y) = 0 and, consequently,
(Iw, Iim) = 0.
On the other hand, if i = k and j # m, then 1;;(z —y) - Lim(z —vy) = (x; — Y;) (Tm — Ym)»

which yields
—Y)@m = Ym) 44
7,]7 zm ‘SE o ‘TL—"—QS y N

Now, we can make the change of Varlables that interchanges x; with y; which gives

Yj Ym)
Zj) zm // I |I’— |n+25 d dZL’——<Iz];I >
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and, hence, (I;;,1;,,) = 0. Thecases j =mAi#k,i=mAj#kandj=kAi#mare
similar.

Finally, if k = i, m = j we have that (I;j, Ijj) = [L;;[{;2. - O

Lemma 4.2. If U is a smoothened cube with edge length (y;, as defined by (3.6), then
A R4l—s
’Iij'Ws,p(U)n - ng

where C'is a constant depending on n, p and s but not on i, j or {y.

Proof. For x,y € U, we make the change of variables & = (' (z — q), § = ;' (y — q).
Notice that this maps U onto U. Then:

.. _ p
| P~ / iz —y)lP dy da

v le— y!”“’s

’ €Ti — z ( yj)2|
// |x— |n+ps dy dz

4l + (2 = 9)%% o - s
L
n+p ps (ffj—ﬁj)Q]g n1a

= (7 ps|I

] |W.s p(U)

By the symmetry of U and taking into account that 1 < ¢ < j < n, it is clear that we can
change, for example, the index j by any other index &£ > ¢ and the value of the integral does
not change. Consequently we can write C' = |]ij|W5,,,(U)n which is a constant independent
of i, 5. 0

Corollary 4.3. If U is a smoothened cube as in (3.6)), then
Lij, Lom)vsr = COF27256.811m,
where C'is a constant depending on n,p and s but not on i, j or ly.
Proof. The result follows by combining Lemmas {.T|and 4.2 with p = 2. O

Now, for u € W#P(Q2)" we define Ilgu as the projection of the s gradient of u onto the
skew-symmetric matrices. Namely

[Tgu = E u;sLij,
1<i<j<n

such that (u — I[Igu, I;;) = 0 for every 1 < i < j < n. Given the orthogonality of the linear
transformations I,; with respect to (,) it is easy to check that

Uz = |IZ] |‘7V252(Q)n <11, IZ])

Proposition 4.4. Let () C R" a bounded domain, and r and R be the interior and exterior
diameters of () respectively. Then

n+2-—2
\u — HQu‘WS,p(Q)n S C (%) + °

’u - r‘Ws,p(Q)n7

foreveryr € RM.
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Proof. By the triangle inequality we have

‘U_ - HQU'Ws,p(Q)n S |u - r|Ws,P(Q)n + |I‘ - HQu|Ws,P(Q)n = ] + I]

We only need to estimate /. Thus, let us write r(xz) = Bx + b, for some skew-symmetric
matrix B € R and b € R". Then, B = Zl§i<j§n b;;1;; and llgu = Zl§i<j§n wiil;

ij -
Therefore, we have
Bz —y)—1I —y)P
po [ [ 12 aule )P |
PR

|bij — wijlP| i (x — y)[P
<C Z / / i — g dy dz.

1<i<j<n

Now, we have that
bij = |Iij|1}/25,2(9)n<1“71ij>7 Uiy = |Iij|1}/25,2(9)n(11, L),
which along with the Holder inequality gives
i — wigl = LRz gy (0 = W L) < (Ll 3Re g [t = alwer@n L liyew oy
Inserting this in the previous estimate we obtain
—2 |]w
1P <C S il = s [ [P dyda
1<i<j<n

=C Z |Iw Wa2 )nlIij‘?;VsP n|IU WP Q)n|r - u|€vsap(§2)n'

1<i<j<n

In order to estimate the semi-norms of I;; we change the domain of integration and use
equivalence of norms in the (finite dimensional) space of skew-symmetric matrices in R™*",
For example, consider a ball B(z, R) with center z and radius R such that Q@ C B(z, R).

Then:
|L; |2 ) / / Hi(x = y)I” dy dz
i lWsp( 1 1Ws»(B(z,R))™ Br J By ’JI _ |n+ps '

Changing variables to 7 = R~ (z — 2)

Rp|fz — 9P
[ B / / J R"dzdy
TIWerE) B0.1) JB(0,1) R™TP8|T — y’nﬂ’s

I;(Z p
_Rn+p pS/ / | .7 +)‘ d dgj
B(0,1) J B(0,1) ’95— ’n ps

= Rntp- Ps’IU Ben (B0 1)

< CRn—i—p ps|I

lw=2(B(0,1))™
where in the last step we applied the equivalence of norms in the space of skew-symmetric

p

matrices. Similarly, we obtain that [L;;[} . , @r = C (R 21— s|Iij|WSv2(B(O,1))"> '
On the other hand we can take B(w, ) to be a ball contained in 2 with center w and radius
r. Then, |Ljj|ws2(p 2> |Lij|ws2(B(w,)» and applying the same change of variables we have

2 _ n+2-2s|7. |2
1L e 2B =7 1L 250,17

and, consequently,

< P 2p+2ps|I

|IZJ|W‘5 2( ) ZJ|WS 2( (071))71



10 G. ACOSTA, . DRELICHMAN, R. DURAN, F. LOPEZ-GARCIA, AND I. OJEA
All these estimates together give

17

n+nL +2p—2ps _np—2p+2ps
Ws,2(Q)n|Iij| sp/ (Q)n|Iw Wsp(Q)n <CR P r |I

2
ij|st2(B(0,1))"

(n+2—2s)
=C (%) "L e 50,1

Inserting this in the estimate for /7* and taking into account that 35, ;.. |Tij[3;.5 (B(
is a fixed constant, the result follows.

0,1))™

5. WEIGHTED TRUNCATED FRACTIONAL KORN INEQUALITIES ON JOHN DOMAINS

In this section, we study certain versions of the Korn inequality on truncated fractional
spaces and John domains. First, let us briefly recall that this class contains domains for
which WP(Q)™ ¢ W#P(Q)™. Take, for example, Q = [—1,1]*\ {(z,0) : x € [0,1]} and
let u € Wh>(Q2)? be a vector field such that u = (1,1) in [1, 1] x (0,3] and u = (0,0) in

[3,3] % [=3,0). Then, clearly u € W'?(Q)? for every 1 < p < oo, whereas u & W*?(Q)?
whenever sp > 1, because functions in this space cannot have jumps.

One way to overcome this drawback is to introduce the truncated Gagliardo seminorm

y) — ul@)p )W
ulyysr)n 1= dy dx (5.1
[l (//xrﬁ(:}:)) |y — x|t

where 7 € (0,1) and 6(x ) = dist(z, 0Q2). Indeed, one always has, for every 7 € (0, 1) and
1 < p < oo, that [ufysry < Clulyieq) [5, Lemma 2.2]. A deeper result states that, in
domains like the one in the above example, the induced truncated space W 3% ({2)™ is actually
a real interpolation space between LP(Q2)" and W1?(Q)" [4].

In analogy with we also introduce the truncated seminorm given by

(u(y) —u(@)) - (y — 2)] )”p
sy 1= dx dy , (5.2)
R (/Q /B(ma(x)) ly — x|rtsptp

where 7 € (0,1) and §(z) = dist(x, 0S2), and consider fractional Korn inqualities involving
these seminorms.

Given a bounded John domain {2 C R"™ and a Whitney decomposition {Q; }er as de-
scribed in Section |3} we assume [' is chosen as in Lemma Let us denote ¢; the edge-
length of (), and ¢, its center, so that (); = %Q + ¢;. We consider two expansions of Q).
First, we define

lu

Q7 ={z eR": ||z]o <1+ 1}
Q ={r eR": all <143},
which in turn allows us to introduce
*/2. étQ*/Q +Qt,
Qy 52%@ + G-

These cubes have the same center as ();, but an edge-length expanded by a factor of i and %
respectively.

Now, we can fix a value of N for the definition of the reference smoothened cube U given
in (3.6). In particular, we choose N large enough so that:

Q7 c(1+HU cq.
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Actually, any N > _In(n) _ works, where the comparison between U and the expanded
In(6)—In(5)

cubes of @ follows from the relation between || - ||y and || - ||oc:
Izlloe < ll2lln < 0|l
We will work with the following expanded and smoothened cubes based on ();:
Uy = (1+ 34U +q. (5.3)
Notice that this implies
2 cU CcQr

In the sequel we will use extensively that, since they are small expansions of Whitney

cubes, the cubes ()7 have finite overlapping. In particular, ), . xq: () < C, for some

constant C' depending only on the dimension n.
The following will be our local result:

Lemma 5.1. There exists a constant C' > 1 such that

- s <
rérgw\u rlwsr@yn < Clu

for any vector field u € W*P(U,)" and any smoothened cube in the collection defined in

G3).

Proof. In [8, Theorem 1.3], the authors established the validity of the fractional Korn in-
equality for domains with smooth boundaries. Hence, the inequality holds for each smoothened
cube U,. In this lemma, we show that the constant valid for U also ensures the validity of the
inequality for the remaining smoothened cubes U, via a change of variables.

Let us consider U = F(U), z = F(#), and y = F(4), where F(&) = L3 + q where ( is
the edge-length of U and ¢ its center. Thus, given v € W*?(U)"

|V|Wsp(U) :/U U% dydx
_ / MEE) v EGIP (gon 4

|F (2 (Z?)!”*”
n sp |V F ( (?j)| . n—sp
= / / g dg dz = (%) v o F|Wsp Oy

On the other hand, taking into account that y —z = £(j — 2) and |y —z| = (£)" |§ — #| and
applying the same change of variables we obtain

M = [ [ \y—x\ﬂlﬁp%)'pdydx
// (L) 0) —vE@) G- o 4

”*Spﬂ? | — &|nrepte

XsP(U)™s

nsp|

oF

(3) X ()

Next, using the fact that r — r o [ is a bijection on the space of infinitesimal rigid motions

RM, together with the validity of the fractional Korn inequality on U with constant C, and
the i1dentities established above, we can conclude that

n/p—s
nf [V = rlwesey = (3)77 7 mf Vo F = rlygy
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n/p—s
< Co ()" v o Flyuny = Colv

Xsp(U)n-

Hence, the proof is complete. U
The following theorem is a truncated fractional Korn inequality for John domains. By

truncated we mean that both norms are truncated as in (5.1)) and (5.2)). In the proof we need

to apply the discrete Poincaré inequality (2.2)). The validity of such inequality is proven later

in Lemma[5.5] under a very general setting. Since it is a rather technical result, we difer its
proof.

Theorem 5.2. Let () C R" be a bounded John domain, 1 < p < 0o, and 0 < s < 1. Take
< ﬁ and % < 19 < 1. Then, there exists a constant C' such that

P (5.4)

— <
ré%gw‘u rlwer@on < Clu

for any vector field u € W3P(Q)".

Proof. Letr(x) = b+ Ax € RM. Since we are studying only the seminorm, the constant b
is immaterial. We will choose a particular skew-symmetric matrix A below.

_ — Az — )P
=1l // u(z) —u(y) — Az —y)| dy dz
ly—z|<T16(x |$ - y|n+ps

_ — Al — )P
/ / (z) —u(y) : (z —y)| dy dz.
ey ¢ Jy—z|<mé(x |ZIZ’ - yln pe

Now, observe that € @y, so d(z) < d(Q, 89) + diam(Q;) < 9diam(Q);). Hence
< 9d1am(Qt) . gt

‘y—$‘<’7'1(5<l’)_ 36\/5 4a

which implies that y € Q) 2 c Uy, so we continue by extending the domains of integration:

u(y) — Az —y)P
|u_r|Wsp yn _Z/ [E )y|n+ps | dydl‘

teV
Y LG R UR T
— _ oy|n+ps Yy :
tGV Uf Uf ‘x y‘

In order to estimate this, consider A; = IIy, u, the local projection of the s gradient of u onto
the skew-symmetric matrices. Then

< Z/U ] lu(r) - lll(y) — A=yl

~ T — ’n—&-ps

o [ [ ey,
o Ju Ju, |x— e

=1+11
I can be estimated by Lemma [5.1]

r<cy’ / (@) —ul) - @=yI” 4, (5.5)
Uy JU

o |x — y[ntpstr

teVv
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Let us now consider /7. If we denote
Z GE]-[Z']' and A= Z aiinj,
1<i<j<n 1<i<j<n
we have that
A= A= Y (al;—ay)ly.
1<i<j<n

This gives:

Lij(z —y)
m<cy ¥ y%_%\p/ mdydx (5.6)

teV 1<i<j<n

Applying Corollary 4.3] we obtain
II S CZ Z €f+p_ps|a§j — aij|p.
teV 1<i<j<n

Now we can properly choose the matrix A. Indeed, we will take A such that

> P al —a;) =0 VI<i<j<n. (5.7)
tev
Note that this implies
DA - A) =0,
tev

or, in other words .
A= o Y GTPTA,

S 67
teV ~t tev

We need to check that this matrix is well defined, i.e.: that the summation is finite. First

observe that
POAREED I Sl O}

tev tev tev
On the other hand, for the summation of the matrices A, it is enough to consider each coef-
ficient, namely:
n+p—ps t
Z b ij-

tev
Now, thanks to the definition of A;, the Holder inequality and Lemma@ we have that

ag; = L5 a e (0 L) vixon, < 1Ll ey llwer @on [Liglywes 0

—n—2+2s §+ n_1+s
= Cét gt ’ulwsp (U™ = Cﬁ |u|Ws,p(Ut)n,

Using this and the Holder inequality we have

Ztp—1—(p—1)s
§ : n+p—ps ¢t _ § : '
Et CLU — O gt |u|WS,p(Ut)n

teV teV
1
P
n-+p—ps
<c(> ¢4 § iy |
teV teV

and by the finite overlapping of the smoothened cubes U; we conclude

1
< O [ulwsn(q)
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Now we consider the sequence b = {b; }icv with by = aj; — ay;. establishes a zero-
mean property for b, which allows us to apply the discrete Poincaré inequality (2.2)) with
vy = pp = (P7P° For this, we need Lemma|5.5| (stated below). Notice that the exponent y
in that lemma corresponds here to 1 — s, and condition (5.8)) follows.

Z é;ﬂ_p_pslagj o aij|p S C Z £?+P—P3|a§j - a;ﬂpa

teV teV

where 1, is the parent of ¢{. We take Ut a smoothened cube contained in U; N Uy, with edge-
length proportional to /;. We denote A; = Il , 7, u, with coefficients dﬁj, and insert dﬁj:

n+p—ps| _t ~t |p n+p—ps|~t tp|p
S E % |aij _aij| + E 0y |aij _a’ij‘ .

teVv teVv

It is clear that both terms are analogous, so we only consider the first one. Using (5.6) we
can recover the integral:

n4+p—ps N i i@ —y)[P
ZE P ’aw zj|p Z/ Clz‘j’p‘l_ ‘n—er s dyd$

tev tev
And summing over ¢, j:

n+p—ps (A — A (z —y)P
Z th PP al — allP S Z/ P dy dz.

1<i<j<n teV tev

Here we can insert u, apply the triangular inequality and expand the domain of integration
to obtain

~ ’x _ y’nerfps

< Z/U ] [u(z) —u(y) — Az —y)|” dy dz

tev
lu(z) —u(y) — Az —y)?
+ Z/ Ry r— dy dx.
tev Ut |x y|
>~ e U, |$ _ y|n+p—ps

+Z/Ut i lu(z) —| u(y) — Az —y)P dy .

T — n—+p—ps
v vl

In these terms we can apply Lemman and the finite overlapping of U, and U,, obtaining
NP
neoy [ [0 -woh ot g,
Uy JU,

e

which is the same estimate that we previously obtained for / in (5.5). In order to finish the

proof, let us observe that, since x € U,,
3
T20(x) > —d(Ut,aQ) ( (Q;,00) — —dzam(Qt))

; 3
g(3d1am(Qt) — —dlam(Qt)) = §d1am(Qt)

Cﬂ I
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= diam(@Q;),
and consequently, for x € U, we have that U; C Qf C {y : |y — x| < 20(z)}, which gives

[+1r<cy’ / |(u(z) —uly)) (x_y”pdydx

Py : ‘l’ _ y|n+sp+p
tev /(;t Ay $|<T25

— . — p
< C// (u :v) ll(y))+ (f y)| dy dz,
Q Jly—z|<m2d(z) |z — y[nrsptp

which completes the proof. U

Remark 5.3. The conditions 1 < 3 \F and 1o > g are imposed in order to be able to pass

from{y : |y — x| < md(x)} to Uy and then from U, to {y : |y — x| < 12d(x)}. Hence they
can be slightly relaxed by adapting the Whitney partition accordingly.

Let us now prove the validity of the discrete Poincaré inequality on trees based on John
domains as in Lemma We state the result for weights of the form £ 7. In the previous
theorem, v = 1 — s. The following lemma imposes a condition on the exponent -, in terms
of the Assouad dimension of the boundary, so we begin by introducing this dimension.

Definition 5.4. Given a set E C R" and r > 0, we denote by N, (E) the least number of
open balls of radius r that are needed for covering . The Assouad dimension of E, denoted
dimy (E) is the infimal X\ > 0 for which there is a positive constant C, such that for every
0 < r < R the following estimate holds:

A
sup N,.(Br(z) N E) < C(E) .
zeE r

The Assouad dimension is the largest of the commonly used notions of dimension. As
an example, consider the set in R, S = {0} U{% : n € N}. Since S is a numerable set,
its Hausdorff dimension is zero. On the other extreme, dim4(S) = 1, because the Assouad
dimension captures the local behaviour at the accumulation point as if it were a line. In the
middle, the box dimension of S is one half. We refer the reader to [[7] for more details on
the Assouad dimension. It is worth noting, however, that the Assoud dimension has been
associated with distance weights. For example, in [6], a characterization of the exponents 3
for which d(-, F')? belongs to the Muckenhoupt class A, is given in terms of the Assouad
codimension of the set F'. Our results are based on estimates obtained in [[15]], where several
weighted inequalities are proven on John domains, with weights given by powers of the
distance to the boundary of the domain satisfying a restriction similar to (5.13).

Lemma 5.5. Let Q C R" a bounded John domain, {Q;}1cv a Whitney decomposition and
0, the edge-length of QQ;. Moreover take weights ji; = vy = (777, with v € R satisying

v > —(n—dims(09))/p. (5.8)
Then the discrete weighted Poincaré inequality (2.2) holds with weights i, and v;.

Proof. Thanks to Theorem [2.2]it is enough to verify (2.3)) for a John domain and the desired
weights. The condition involves three vertices ¢, u, and v. For clarity we consistently apply
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the notation ¢, = 2%, ¢, = 27" and ¢, = 277, for i, J, k € N. Furthermore, we assume that
the largest Whitney cube in €2 has edge-length 1. Let us denote

Pi(t)=#{u eV :u=tl,=2""} (5.9)

Wi(t) =#{uecV:u=tl,=2""} (5.10)
IP;(t) is the number of cubes of size 27" in the chain that connects the root of the tree, ¢, with
t, whereas W;(t) is the number of cubes of size 27 in the shadow of t (recall (3.2)).
The definition of John domain implies that P;(¢) < K", where K is the constant given in
A
Lemma which depends only on €. On the other hand, we have that W,(t) < C <22—k>

for every A > dim,4(052). This was proven in [15, Lemma 4.5].

In order to estimate the summations for v < ¢ and u > ¢, it is important to notice that the
cubes (), such that u < ¢ are tipically larger than (), but can eventually be a little smaller.
Similarly, almost all cubes (), such that u > ¢ are smaller than ();, but some of them can be
slightly larger. In general, we can choose a fixed constant M depending only on €2 such that
0, > 27%M for every u < t and ¢, < 27%M for every u > t. Let us now consider the first
factor in (2.3)). We have:

k+M

_El _nﬂl_ / . / /
)DL AL SF A Cota
to<u=t to<u=t 7=0

/
/

< 0(2—(k+M))*n%*vp’ < C@”%*W '

In the second factor we have the inner summation that can be estimated in the same way:

T g

to<v=3u

Inserting this in the second factor we obtain:

1
0 /

AN\ Z(1-3)
P\ 7P ol ”
T B ol T L B Wl

uxt to<v=u urt u>t

< Ok Z (2—¢)—A+§(n+pv)_

i=k—M

Now, we use condition (5.8)), which implies that there is a A close enough to dim 4(02) and
0 close enough to 1 such that —X + 5(n + py) > 0, then can write

< CQ*’CA(Q*(R*M))*)\‘F%(TL‘FP’Y)
_ Cz—kz)&k)\f%(nﬂw) _ C&?(”-&-m)‘

Joining the estimates for the two factors we have:
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/

—np*l— 1Ll 1
Ciree < Csup(, "7 " Nyawr (65" 7i < ¢,
tel’

which concludes the proof. 0

Finally, we can state a weighted analogue of Theorem [5.2] To this end we introduce the
weighted seminorms

p 1/p
uypsr(q oy = (// o \y — x|n£82| d(z,y)® dydx) (5.11)
and

[(u(y) —u(z)) - (y — )" >1/p
u|ysriq gayn = d(x,y)* drdy , (5.12)
| |XT (62.4%) (/Q /B(x,ﬂi(:r)) |y - x|n+sp+p ( )

where 7 € (0,1), 0(z) = dist(z, 0), and d(z,y) = min{d(x),d(y)}.

Theorem 5.6. Let Q) C R" be a bounded John domain, 1 < p < oo, and 0 < s < 1. Take
< 36f ana’ < 7 < 1. If B € Ris such that

f+1—s>—(n—dimu(09))/p, (5.13)

then, there exists a constant C such that

nf Ju—rlysr s < Clu

for any vector field u € WEP(Q, dPP)".

XS P(Q dpﬁ) (5.14)

Proof. The proof is essentially the same as that of Theorem We only add some details
where the weight d” plays a relevant role. We begin in the same way, localizing the norm in
U, x U,. Then, we pull the weight out of the integrals, by using that d(z, y)P® ~ Efﬂ .

| r’WSP(QdPB < CZ/ n£y2| d(x7y)pﬁ dy dz
tEV t |x - | P
<ox [ [ e

Now, the proof continues exactly as in Theorem For the term I, the (unweighted)
local inequality given by Lemma is applied. However, the factor ¢/ % needs to be taken
into account when dealing with the term /7. In particular, the matrix A is defined as

1 n+p—ps+pfB
Z én—&-p ps+pfB ZE A
teV tev

The good definition of A relies on the boundedness of 3, _,, ¢4 7777 % In order to estimate

A
this summation, let us recall (5.10) and the fact that W;(¢y) < C <2k0> where (;, = 27
and A > dim4(0€2). Then:

Zgn—l—p ps+pB Zgn-i'p ps+pp

teV t>to
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= Z Wi(to)(g—i)nw—psﬂﬂ
i=ko

+ +pB
<CZ<2kO> lnppsp

1k0

< C«Z —1 n+p ps+pB— >\

i=ko

which is finite since condition (5.13) implies n + p — ps + pB — A > 0.
Finally, the discrete Poincaré inequality can be applied with weights i, = v, = £} 7Pt
Indeed, in terms of Lemmal5.5|we have v = 4 1 — s, and condition (5.8) translates exactly

into (5.13)).
The rest of the analysis is exactly as in Theorem 5.2} the unweighted inequality given by
Lemma|5.1|is applied on U; and on U;, obtaining

— . _ p
Z ly :v|<7'26(x |(L’ - y|n+sp+p

tev
u(z) —u(y)) - (y — =) 8
d(x,y)’” dy dx
/U/|y 2l <rsd(a |z —y|rrortr Nk

XzP (Q,apP)n

tev
< Cul}

where we used that for x € Uy, and |y — 2| < md(x), one has d(z,y) ~ {;, and the finite
overlapping of the smoothened cubes U,. 0
6. FRACTIONAL KORN INEQUALITY ON UNIFORM DOMAINS
In this section we study the fractional Korn inequality on uniform domains.

Theorem 6.1. Let (2 C R"™ be a bounded uniform domain, 1 < p < oo, and 0 < s < 1.
Then, there exists a constant C > 1 such that

- s, <
rélll%g\/[’u rlwsrr < Clu

for any vector field u € Ws?(Q)".

Xs’p(Q)n7 (6.1)

Proof. This result follows from Theorem [5.2] once we establish the equivalence between the
fractional seminorm W*?(€2)"™ and the truncated fractional seminorm W37 ({2)", that holds
on uniform domains for every 1 < p < 00,0 < s < 1, and 0 < 7 < 1. Indeed, this
equivalence follows from the one between the standard and truncated fractional norms [|19,
Theorem 1.6], and the fractional Poincaré inequality [10, Theorem 4.3]

||11 — 11Q||Lp(Q)n S O|u|W7§m(Q)n (62)

where ug, is the average of u over ().
Now, pick any 71 as in the statement of Theorem [5.2]and let r(z) = b + Az with A as in
the proof of that theorem and b such that (u — r) has zero average. Then, we can write

]u—r‘Wsp(Q < Hu—rHWsp Q)
< Cllu - 1'||W$1”’(Q)
< Clu—rlyzr(g)
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< Clulxsr@yn
which finishes the proof. O
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