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COURSE DESCRIPTION

I. Catalog Description

CS 3700   Parallel Processing (3)

The taxonomy of concurrent and parallel systems. Communication and synchronization, multicomputer and multiprocessor systems. Shared-memory and message passing programming paradigms. Parallel problem solving.

Pre-requisite(s):  CS 3310 with a grade of C or better, or consent of instructor


II. Expected Outcomes

On successful completion of this course, students will be able to:
· Have knowledge of concurrent and parallel systems
· Develop communicating and synchronizing parallel processes
· Comprehend parallel problem solving techniques, including basic parallel algorithms
· Implement parallel problems on typical parallel systems such as MPI
Outcomes of this course will build student capacity in each of the following areas as defined by programmatic objectives for the computer science major.
· P-SLO 2:   An ability to analyze a problem, and identify and define the computing requirements appropriate to its solution.
· P-SLO 9:   An ability to use current techniques, skills, and tools necessary for computing practice.
· P-SLO 11: An ability to apply design and development principles in the construction of software systems of varying complexity.


III. Instructional Materials

Texts may vary with instructor and over time. Examples of possible texts include:
Wilkinson, B. and Allen, M., Parallel Programming: Techniques and Applications Using Networked Workstations and Parallel Computers.  2nd Edition, Prentice-Hall, 2006.


IV. Minimum Student Material

Course textbooks


V. Minimum College Facilities

Computer laboratories, Classroom with projection system, Blackboard


VI. Course Outline
· Introduction to parallel processing  
· Taxonomy of concurrent and parallel systems  
· Communication and synchronization  
· Multicomputer and Multiprocessor systems  
· Shared memory problem solving  
· Message passing systems and MPI
· Message passing problem solving  
· Case studies 


VII. Instructional Methods

· Lecture
· Problem-solving
· Discussion
· Project-based learning
· Programming projects


VIII. Evaluation of Outcomes

A. Student Assessment
     Programming projects, Homework assignments and/or in-class exercises, Exams.


B. Meaningful Writing Assignment
     Students are required to write commentaries to major program components of each 
     programming project. 

C. A Matrix of Course Student Learning Outcomes vs Methods of Assessment
     If the course is being evaluated for accreditation purposes, approved department 
     accreditation assessment tools will additionally be utilized. 

	Course Learning Outcomes
	Methods of Assessment

	
	Programming Projects
	Assignments/exercises
	Exams

	Have knowledge of concurrent and parallel systems
	
	x
	x

	Develop communicating and synchronizing parallel processes
	x
	x
	x

	Comprehend parallel problem solving techniques, including basic parallel algorithms
	x
	x
	x

	Implement parallel problems on typical parallel systems such as MPI
	x
	
	



