Abstract: Cluster analysis is broadly seen as one of the most important tasks in (unsupervised) data analysis with a broad range of applications. It focuses on the task of grouping a set of objects into clusters, such that objects in the same cluster are more similar to each other than to those in different clusters. This grouping could either be hard, i.e., one object can only belong to one cluster, or soft, i.e., one object can belong to multiple mixture components with probability summing to 1. In this talk, we will focus on the later situation and consider a two-component mixture model, where one component plays the role of the background component. This model is commonly seen in multiple testing and contamination models, and has many applications in areas such as astronomy, biology, and social sciences. Extending on the current literature, we consider three mild assumptions on the background distribution: when it is symmetric; when it is monotonic; and when it is log-concave. In each setting, we derive estimators for the background component, and provide relevant characteristics of these estimators. We also include some possible future projects.
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