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Introduction Transformer Codemaster Methodology

Codemaster Scoring Method

Transformer Guesser Methodology

Codenames, created by Vlaada Chvatil, is a word association game
where a player is given 25 words and needs to generate a word and
number pair to convey information that connects a subset of the given
words to another group of players. This project is an extension of the
“Cooperation and Codenames: Understanding Natural Language
Processing via Codenames” by Kim et al., which uses Codenames as the
medium to test the capabilities of natural language processing models.
With a breakthrough in natural language processing through the creation
of the transformer, the ability of natural language processing has
iIncreased dramatically.
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Grab the word number pair from mrjob and rank them by certain threshold when compared to non-red words
score " Add all the points for each word associated with each clue after
all the trimming
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1. Generate a cosine similarity score between the board and
clue

2. Return the highest similarity word

3. Restart from step 1 until the guesser guesses a wrong word or
the number of guesses equals the number given by
codemaster
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Test each Al against humans to see the interaction between each NLP
model and its effectiveness in a real-world application.

Player Roles

" Codemaster: This player looks to his spies and generates a word that
relates to several spies
Guesses: This player uses the word and number generated by the
spymaster to guess their spies

Analysis of a game from the Al transformer Codemaster
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